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Abstract. Recent work in sequence-to-sequence neural networks with
attention mechanisms, such as the Tacotron 2 and DCTTS architec-
tures, have brought on substantial naturalness improvements in synthe-
sised speech. These architectures require at least an order of magnitude
more data than is generally available in resource-scarce language envi-
ronments. In this paper we propose an efficient feed-forward deep neural
network (DNN)-based acoustic model, using stacked bottleneck features,
that together with the recently introduced LPCNet vocoder can be used
in resource-scarce language environments, with corpora less than 1 hour
in size, to build text-to-speech systems of high perceived naturalness.
We compare traditional hidden Markov model (HMM)-based acoustic
modelling for speech synthesis with the proposed architecture using the
World and LPCNet vocoders, giving both objective and MUSHRA based
subjective results, showing that the DNN LPCNet combination leads
to more natural synthesised speech that can be confused with natural
speech. The proposed acoustic model provides for an efficient implemen-
tation, with faster than real time synthesis.

Keywords: HMM · DNN · Speech synthesis · LPCNet · acoustic mod-
elling · resource-scarce languages

1 Introduction

The advent of neural network-based text-to-speech (TTS) systems has brought
on dramatic improvements in the naturalness and intelligibility of synthesized
speech. The success of these architectures can be broadly attributed to the atten-
tion based models (such as Tacotron [23] and Deep Convolutional TTS (DCTTS)
[17]) as well as the use of neural network based vocoders (such as WaveNet [22])
[24].

Traditional TTS architectures are usually based on a pipeline of a linguistic
front-end and a waveform generation back-end. The newer deep neural network
(DNN)-based architectures “learn” the linguistic front-end by operating directly
on characters and learning embeddings from the characters which can then be
used to extract higher level linguistic knowledge and features. One challenge
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of this approach is the data requirements in that the traditional hand-crafted
features need to be learned from the data. The baseline Tacotron system has
been trained with 40 hours of text and audio pairs [3]. These end-to-end archi-
tectures also perform poorly on non-alphabetic-, or pitch accent and tone-based
languages (for example Japanese and Chinese) in comparison to architectures
with a traditional linguistic front-end [4]. Another major challenge of the end-to-
end architectures are the computational requirements that need to be taken into
consideration, for example the Tacotron 2 architecture [14] takes on average 234
hours1 to train whilst the WaveGlow vocoder [14] takes on average 768 hours1

to train.
For most world languages there are no high quality, single speaker, recorded

corpora available which will satisfy the data requirements of end-to-end TTS
systems. There are attempts at creating large corpora from found data, such
as the CMU Wilderness Multilingual Speech Dataset [1], but these datasets are
usually of a lesser quality in that there are multiple speakers and they may
contain background noise.

In this work we aim to develop a DNN-based speech synthesis architecture
that can at the very least exceed the quality of hidden Markov model (HMM)-
based approaches as generally used for resource-scarce languages. The goal is an
architecture with low computational costs (in terms of training and synthesis
time) which can be trained with relatively low data requirements. Our focus is
only on the acoustic modelling. The organisation of the paper is as follows: in
Section 2 we give the two acoustic models used in this work, while in Section 3
we give the two vocoders used in this work. Section 4 details our experiments
and results, and lastly a discussion and conclusion is presented in Section 5.

2 Statistical Parametric Speech Synthesis

Concatenative synthesis, where units of speech from a recorded database are
concatenated to form the target utterance, had been the commercially domi-
nant TTS technology since the late 1990s. The size of the recorded databases for
commercial systems contained over 100 hours of recorded speech [2]. From 2005
on-wards statistical parametric speech synthesis (SPSS) systems (which include
HMM- and later DNN-based systems) have been steadily adopted after the suc-
cess shown by HMM-based systems [7]. A SPSS system can simply be described
as a model that can generate speech parameters, given an input target specifi-
cation, from a statistical model (usually learned) of said speech parameters.

In the next sections we briefly described the two models used for acoustic
modelling in this work.

2.1 HMM-Based Synthesis

Most HMM-based synthesizer implementations in the literature are based on the
HMM-based Speech Synthesis System (HTS) [33], which is in fact a hidden semi-

1https://github.com/NVIDIA/DeepLearningExamples/tree/master/PyTorch/

\SpeechSynthesis/Tacotron2#expected-training-time

https://github.com/NVIDIA/DeepLearningExamples/tree/master/PyTorch/\SpeechSynthesis/Tacotron2#expected-training-time
https://github.com/NVIDIA/DeepLearningExamples/tree/master/PyTorch/\SpeechSynthesis/Tacotron2#expected-training-time
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Markov model (HSMM) because an explicit duration model is used for state
duration determination. The full working of the HTS HMM-based synthesizer is
out of the scope of this paper, but interested readers can see [28] and [18] for a
detailed handling of the subject. In the next section we will highlight the parts
that are important to the context of this paper, framed in terms of the training
and synthesis parts of an HTS HMM-based synthesizer.

Training Speech features are extracted by a vocoder. A linguistic description
is generated by the TTS front-end, this describes each phoneme, syllable, word
and phrase in terms of it’s context within the utterance (the generally used set
of descriptors are given in [18]). A baseline monophone model is estimated, after
which this model is used to estimate a context-dependent HSMM (using the
linguistic description). A decision tree is generated by clustering the different
contexts and then the HMM states of the leaf nodes are shared (to overcome
the problem of data sparsity due to the modelling of the full contexts). State
durations are modelled by a multivariate Gaussian distribution from the aligned
linguistic descriptions.

Synthesis The synthesis procedure is then as follows: the input target text is
converted to a linguistic description by the TTS front-end. The state duration
decision tree is traversed to get the state durations for each full context label
as it is in the linguistic description. The speech parameter decision tree(s) are
traversed to get the HMM states for the linguistic description, these are then
concatenated to form the HMM target sequence.

Parameter Generation With the state durations and the HMM target se-
quence the parameters can be generated simply as the means and variances of
each HMM state (most likely observation is the mean of the Gaussian in that
state) with the duration specifying the number of frames generated per HMM
state. The maximum likelihood parameter generation (MLPG) [19] algorithm is
then used to smooth the generated parameter sequence between the frames. The
smoothed generated parameters are then fed back into the vocoder in order to
generate the speech waveform.

2.2 DNN-Based Synthesis

In this work our goal is to define an acoustic model which can be used for
resource-scarce languages and with low computational overhead. We opted for a
basic feed-forward neural network (FFNN) as was used in [32] but with added
stacked bottleneck features as was implemented in [25]. The architecture is shown
in figure 1.

The scheme consists of two acoustic models, one for predicting the bottleneck
features (bottleneck model, on the left in Fig. 1) and one for prediction of the
acoustic features (acoustic model, on the right in Fig. 1). The bottleneck model is
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Fig. 1. A stacked bottleneck feed-forward acoustic model. On the left is the bottleneck
model, and on the right the acoustic model.

trained as a normal FFNN, but with one bottleneck layer that forces the network
to learn an efficient representation of the linguistic to acoustic mapping. During
synthesis time the bottleneck model is used to generate a linguistic-acoustic
context feature of the surrounding linguistic full context labels of the input to the
acoustic model, thereby overcoming the context-independent frame modelling
limitation of a FFNN. The network is forced to to take the surrounding contexts
into account when predicting the acoustic features. The predicted features are
also smoothed with the MLPG algorithm as is done for HMM-based synthesis
(Section 2.1) before being passed to a vocoder for synthesis.

3 Vocoders

The parametric speech model in a SPSS system is represented by a vocoder
(voice + encoder), which can extract parametric features describing the speech
signal, which in turn are used by the SPSS system to statistically model the
features. Different vocoders employ different parametric models of speech, but
the important point is that it is reversible, i.e. the vocoder extracts the features,
which are modelled by the SPSS system, which can generate new features based
on an input target, which can then be converted back into speech by the vocoder.

In [34] Zen et al. identified the vocoding component of an SPSS system as a
major factor that degrades the quality of synthesized speech. This is especially
pronounced for resource-scarce corpora due to the inability of the acoustic model
to learn a representative statistical distribution of the vocoded speech features
because of the data sparsity problem.
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In this work we compare the World [12] vocoder, the current state-of-the-
art in terms of conventional digital signal processing (DSP) based vocoders,
and the recently introduced efficient neural vocoder called LPCNet [20,21], in a
resource-scarce setting. In the next sections we give a brief description of these
two vocoders.

3.1 World

In the World vocoder speech is represented as a traditional source-filter model
[16] for speech production, where for each frame of speech a spectral envelope,
an aperiodicity estimation and an excitation (fundamental frequency f0) are ex-
tracted. These three components combined give a complete parameterization of
a frame of speech. The extraction and synthesis process happens with traditional
DSP techniques.

3.2 LPCNet

LPCNet is a variant of WaveRNN [6], where instead of employing a neural
network for the full speech spectrum (vocal source signal) modelling (like Wa-
veRNN) it uses conventional signal processing. The spectral features are still
predicted by a neural network. This change has a dramatic improvement in run-
time computational requirements, being 5× faster than real time on a 2.4 GHz
Intel Broadwell architecture (whilst requiring only 20% of the CPU) [20]. The
features extracted per frame of speech by LPCNet are: an 18-th order Bark-
scale spectral envelope, pitch period and pitch correlation. The neural network in
the LPCNet vocoder can be trained on found data, thereby relieving a speech
synthesis acoustic model of its stringent data requirements.

4 Experimental Setup

4.1 Data

The data used in this work is a subset of an in-house single speaker Afrikaans
female TTS corpus of duration 12:08:15.89. The corpus was recorded in a pro-
fessional studio at a 44.1 kHz sampling rate with 16 bits precision. The subset
used are recordings of the text of the Lwazi II Afrikaans TTS Corpus [13], con-
sisting of 763 utterances of duration 00:56:30.29. The utterances were randomly
split into 715 utterances for training (00:53:12.09), 38 utterances for validation
(00:02:37.99) and 10 utterances for testing (00:00:40.21). All audio was down-
sampled to 16 kHz at 16 bits per sample and each utterance was normalised to
the average power level of the subset (the 763 utterances).

Linguistic Descriptions The text annotations were tokenized and normalised
with the Speect TTS engine front-end [10]. The linguistic descriptions of each
utterance was also extracted using Speect. The set of linguistic descriptions were
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the same as defined in [18], except for syllable stress, accent and ToBI (Tones
and Break Indices) [15] tones which were not included due to it most probably
not being available in resource-scarce settings.

Speect creates the pronunciation dictionaries which were used to force-align
the linguistic descriptions and audio with the HTK toolkit [30] at a resolution
of 10ms. A silence state was added between all words in order to capture any
potential pauses in the recorded database which were not specifically annotated
in the text with punctuation marks (this has been shown to improve the align-
ments [11], especially on small corpora). The alignments were done on a phone
level for HMM-based synthesis and on a state level for DNN-based synthesis.

Acoustic Features Acoustic features for the corpus were extracted using the
World and LPCNet vocoders. Both the World and LPCNet features were ex-
tracted at their default frame rates, which are 5ms and 10ms respectively. The
spectral envelope extracted with the World vocoder was modelled with 60-th
order (including energy) Mel-cepstral coefficients as follows:

H(z) = exp

M∑
m=0

cα(m))z̃−m (1)

where z̃−1 is the first order all-pass function:

z̃−1 =
z−1 − α

1 − αz−1
, α < 1 (2)

and α is a frequency warping scale factor. The spectral aperiodicity estima-
tion was modelled in the same fashion but with 5-th order (including energy)
Mel-cepstral coefficients. For the World vocoder voice the fundamental frequency
(f0) estimation was converted to the log-domain as follows:

logF0(f0) =

{
log(f0) f0 > 0

−1 × 1010 f0 = 0
(3)

The reason for the logarithmic scale modelling of the fundamental frequency
is the fact that logF0 has a more Gaussian distribution than f0 [29]. The LPCNet
pitch period feature was not converted to the logarithmic domain due to the
quantization of the feature and the unknown distribution. The deltas and delta-
deltas of all features were also calculated.

4.2 HMM-Based Voices

The voice was based on the standard architecture of five-state, left-to-right
HSMM. All continuous features were modelled by single-component Gaussians.
For the LPCNet voice the pitch period feature was modelled as a normal contin-
uous variable (voicing is captured in the pitch correlation feature) whereas the
World LogF0 feature was modelled as a 3-dimensional multi-space probability
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distribution HMM (MSDHMM) [18], as is standard practice [33]. The decision
trees state clustering was done using a minimum description length (MDL) factor
of 1.0. For both voices global variance [33] was included.

Training of the HMM-based voices was done via custom scripts based on the
standard demonstration script2 available as part of HTS [33] (version 2.2). The
custom scripts allow for the parallelization of the embedded re-estimation step
on multi-core processors. Both voices train on an Intel i7 4-core, 8-thread CPU
(2.80GHz) in about 1.5 hours. MLPG was used to smooth the generated features
before synthesis, using the predicted means and variances of the acoustic features
and their delta and delta-deltas. No post-filtering was applied.

4.3 DNN-Based Voices

The extracted linguistic descriptions were converted to a vector containing a
combination of binary encodings (for the phoneme identities and features) and
positional information (as is done in [27]).

Frame level positional information was also added to the state aligned linguis-
tic descriptions in order to improve the granularity of the linguistic descriptions
at the speech frame level. The positional information consisted of: the frame posi-
tion within the HMM state and phoneme, the state position within the phoneme,
and state and phoneme durations, as defined in [26].

The input linguistic descriptions and frame level positional information vec-
tor consisted of 384 features and was normalised to the range of [0.01, 0.99],
whilst the output vectors (the vocoder features) were normalised to zero mean
and unit variance. For the World vocoder the output vector consisted of 198
features (60-th order spectral envelope, 5-th order aperiodicity estimation and
f0 and their delta and delta-deltas), whilst for the LPCNet vocoder the output
vector consisted of 60 features (18-th order Bark-scale spectral envelope, pitch
period and pitch correlation and their delta and delta-deltas).

A hyperparemeter search for the basic architecture was conducted and we
settled on a 4 hidden layer network, with 512 units per layer, for both the
bottleneck model and the acoustic model in Fig. 1. The rectified linear unit
(ReLU) activation function was used for the hidden layers, whilst the output
layer was linear. The Adam optimisation algorithm [8] was used together with
a learning rate scheduler that lowers the learning rate when the validation loss
reaches a plateau (the Adam optimisation algorithm adjusts the learning rate,
it is the upper bound that we reduced). Our loss function was the mean squared
error on the predicted acoustic features. The starting learning rate was fixed at
0.004.

For the bottleneck model we built 25 variations of voices with different config-
urations of the position of the hidden bottleneck layer, the size of the bottleneck
layer and the bottleneck features context size used in the acoustic model. The
test set was synthesized with each of these voices and objective measures (see
Section 4.4) applied in order to select the best model. MLPG was also used to

2http://hts.sp.nitech.ac.jp/

http://hts.sp.nitech.ac.jp/
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Table 1. A comparison between the objective results of the different configurations of
the bottleneck model. MCD: Mel-cepstral distortion. f0 RMSE: Fundamental frequency
root mean squared error (linear scale). f0 MAE: Fundamental frequency mean absolute
error (linear scale). f0 VCE %: Fundamental frequency voicing classification percentage
error.

Layer index

Bottleneck

size

Context

size MCD (dB) f0 RMSE (Hz) f0 MAE (Hz) f0 VCE %

N/A N/A N/A 5.7008 12.63 7.39 7.59

0

32
11 5.6569 12.64 6.94 7.86
23 5.6314 12.11 6.82 7.48
35 5.6663 13.54 7.16 8.03

64
11 5.6426 11.72 6.46 7.59
23 5.6449 13.31 7.27 7.89
35 5.6600 12.54 7.03 7.50

1

32
11 5.7118 13.40 7.60 7.52
23 5.6984 12.62 6.91 8.08
35 5.6887 12.35 6.84 8.09

64
11 5.6925 12.92 7.35 7.98
23 5.6907 14.55 7.92 8.34
35 5.6731 13.28 7.58 8.01

2

32
11 5.7322 14.87 8.40 7.86
23 5.7259 13.25 7.45 7.86
35 5.7339 12.69 7.60 8.01

64
11 5.7173 14.26 8.28 7.86
23 5.7084 13.04 7.55 7.95
35 5.6943 33.36 8.57 7.82

3

32
11 5.7093 12.39 6.82 8.31
23 5.7070 12.88 6.99 7.60
35 5.6959 14.53 7.96 7.90

64
11 5.6731 12.23 7.14 7.60
23 5.6867 12.48 7.18 8.13
35 5.7038 14.87 7.10 8.06

smooth the generated features before synthesis, using the predicted means and
their delta and delta-deltas, but in contrast to the HMM-based voices, a global
pre-computed variance is used (because the model just predicts the means and
not the variances). No post-filtering was applied.

Table 1 gives the objective results of the 25 voices built in order to select the
best combination of the position of the hidden bottleneck layer (“Layer index”),
the size of the bottleneck layer (“Bottleneck size”) and the bottleneck features
context size (“Context size”) as used in the acoustic model. The first entry in
the table is a normal FFNN (without utilising the bottleneck scheme).

We settled on a hidden bottleneck in the first layer (Layer index = 0) with a
size of 64 units and a context size of 11. Even though the voicing classification
percentage error and Mel-cepstral distortion of the first layer model with bot-
tleneck size 32 and context size 23 was marginally less than our selected model,



Neural speech synthesis for resource-scarce languages 9

Table 2. Results of objective measures of the final four voices used in the perceptual
evaluation. MCD: Mel-cepstral distortion. f0 RMSE: Fundamental frequency root mean
squared error (linear scale). f0 MAE: Fundamental frequency mean absolute error
(linear scale). f0 VCE %: Fundamental frequency voicing classification percentage error.

System MCD (dB) f0 RMSE (Hz) f0 MAE (Hz) f0 VCE %

DNN LPCNet 5.6426 11.72 6.46 7.59

DNN World 5.3870 34.15 7.53 10.93

HMM LPCNet 6.6260 23.07 9.88 10.00

HMM World 6.5512 28.00 11.07 9.46

in-house testing could not discern the difference between the synthesized test
sets of the two models and a model with a smaller context size should synthesize
faster.

Based on this we built voices with the World and LPCNet features and
synthesized the test set. Both voices train on an Intel i7 4-core, 8-thread CPU
(2.80GHz) in about 1.5 hours (the same as the HMM-based voices), but we
did the bulk of the training of the 25 voices used for determining the model
parameters on Google Colab3 (which provides free GPUs) in about 35 minutes
per voice. We did not train a new model for the LPCNet vocoder, but rather
used one of the pre-trained models4. This is significant because it shows that the
vocoder can be trained on speech that is not from the same language as used
during synthesis time.

4.4 Results

The synthesized test set for each of the final four voices were done against the
natural durations extracted from the alignments (see Section 4.1).

Objective Measures In order to quantitatively compare our search for the
bottleneck layer position, size and context size (see Section 4.3), as well as the
final voices we used the following objective measures:

– Mel-cepstral distortion (MCD), as defined in [9].
– f0 Root mean squared error (RMSE), as defined in [31].
– f0 Mean absolute error (MAE), this is similar to RMSE, but the MAE is

less influenced by large outliers than RMSE.
– f0 Voicing classification error (VCE), as defined in [31].

Table 2 gives the objective measures of the final four voices as defined in
Sections 4.2 and 4.3.

3https://colab.research.google.com
4https://media.xiph.org/lpcnet/data/

https://colab.research.google.com
https://media.xiph.org/lpcnet/data/
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DNN LPCNet DNN World HMM LPCNet HMM World
77.83 ± 2.65 40.31 ± 3.38 50.26 ± 2.95 37.42 ± 2.94
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Fig. 2. Aggregated MUSHRA test results. Box edges are at 25 and 75% quantiles. The
notches represent the confidence interval around the median, while the diamond mark-
ers (�) are the means. The values at the bottom are the mean MUSHRA naturalness
scores of the four compared voices (at a 95% confidence level).

Table 3. Statistically significant differences in naturalness between the voice pairs are
indicated by a solid black circle ( ), while non-significant differences are indicated by
a non-solid circle (#).

DNN LPCNet DNN World HMM LPCNet HMM World

DNN LPCNet    
DNN World   #
HMM LPCNet    
HMM World  #  

Subjective Measures For subjective evaluation we ran a web-based MUltiple
Stimuli with Hidden Reference and Anchor (MUSHRA) [5] listening test5. The
participants were asked to rate the stimuli in terms of naturalness, given the
reference speech recording. 34 people participated, and after post-screening 20
participants remained (the minimum to be significant [5]). Participants who
scored the hidden reference stimuli less than 90 for more than 20% of the test
set were removed. The results are given in Figure 2.

We also calculated the Wilcoxon signed-rank test to determine if the results
in Figure 2 are statistically significant between the voice pairs. The results are
given in Table 3.

5Speech samples available at https://abylouw.github.io/fair2019_samples.

html

https://abylouw.github.io/fair2019_samples.html
https://abylouw.github.io/fair2019_samples.html
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5 Discussion and Conclusion

It is interesting to note that the DNN World voice had the lowest MCD in
comparison to the reference test set and that this does not translate into better
perceived quality. The RMSE value of the DNN World voice is relatively high
in comparison to the other voices, but this is due to one outlier in the test
set, and therefore we also calculated the MAE. In total there were 200 combined
observations (20 participants and 10 audio sequences) of the DNN LPCNet voice
and the hidden reference (the MUSHRA subjective assessment has a hidden
reference waveform). Of the 200 combinations, there were 52 instances where
the DNN LPCNet voice was rated equal or better than the reference recording.
Although not statistically significant, it is still remarkable given that the corpus
is less than 1 hour in duration and that the synthesized test samples were not
seen by the model during the training stage.

In this work we found that the possible gains brought on by the move from an
HMM-based acoustic model to a DNN-based acoustic model seem to be depen-
dent on the specific vocoder, as there is not a statistically significant difference
in the subjective evaluation results between the HMM World and DNN World
voices, but there is a significant difference between the HMM LPCNet and DNN
LPCNet voices. It might be that our chosen architecture was too small for the
size of the feature set of the World vocoder (198 features) and this will require
more tests in the future. Another possible reason is that the DNN architecture
can learn the LPCNet features better than the HMM architectures, as the dif-
ference as found in the subjective naturalness tests between DNN LPCNet and
DNN World are much larger than between HMM LPCNet and HMM World.

In terms of training time the difference between the traditional HMM-based
voices and the proposed architecture for the DNN-based voices are negligible on
CPUs, but the DNN-based voices can utilise GPUs for training which more than
halves the training time. In terms of run-time we found that the HMM-based
voices are about 27.83 times faster than real time, whilst the proposed architec-
ture for the DNN-based voices is about 5.25 times faster than real time, both
on a Intel i7 4-core, 8-thread CPU (2.80GHz). The HMM-based voices are thus
about 5.3 times faster than the DNN-based voices. In our view this is not a signif-
icant hindrance towards the adoption of the proposed DNN-based architecture,
as the naturalness improvements brought on outweigh the speed deficit and the
proposed DNN-based architecture can still be utilised in real time settings. In
preliminary tests we also found that by using a sliding-window approach to the
MLPG parameter smoothing calculation utilising only the bottleneck context
size for the number of acoustic frames we can synthesize speech in a streaming
fashion with minimal loss in synthesized speech quality (imperceivable) versus
using the all the acoustic frames of the whole utterance.

In future work we will focus on the duration model as well as intonation.
The tonal languages in South Africa represent a significant challenge for speech
synthesis, especially given the resource-scarce environment. We will also explore
using variational autoencoders (VAE) for the bottleneck model, given their abil-
ity to learn a latent space.
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